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R CHART CONTROL LIMITS BASED ON

A SMALL NUMBER CF SUBGROUPS

by

Frederick S. Hillier

1. Introduction

The Shewhart control chart for the range R 1s a valuable toocl for
controlling the variability of a production process. Unfortunately,
sufficiently accurate control limits cannot be established by present
methods until a large number of subgroups have been inspected. This has
prevented the valid use of the R chart duriﬁg the crucial initiation of
a new process, during the start-up of a process just brought into sta-
tistical control again, or for a process whose total output is not
sufficiently large.

The author [9] recently proposed a new method for setting statisti-
cally sound X chart control limits based on a small number of sub-
groups. The general objective cf this paper 1s to adapt the same type
of method to the R chart. Thus, after evaluating the reliability of
the conventional R chart control limits, this paper presents a new
method for setting these limits so that they can be used reliably regard-

less of how few subgroups have been inspected.

2. Current Practice in Setting X Chart Control Limits

As is described in various books such as [1], [3], [4], and [i3],

the R chart is based upon the measurement of a single measurable
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gquality characteristic of sample items drawn from the production process.
The observations are grouped into small samples (called subgroups) ,
commonly of size five, where each subgroup is as homogeneous as possibie.
The statistic plotted on the chart is the range R, which is the differ=-
ence between the largest and smallest measurements within the subgroup.
Given ﬁ, the average of the subgroup ranges, the control 1limits are set
at D%ﬁ and Dﬁﬁ, where D5 and Du are appropriate constants. If
the R for a subgroup falls outside these limits, it is concluded that
the variability of the process probably has changed, i.e., the process
probably has fallen "out of statistical control,” so that corrective
action may be required.

The statistical theory behind the R chart may be summarized as
follows. Assume that the process is in statistical control so that the
observations are drawn from the same probability distribution, which is
assumed to be a normal distribution. Therefore, the range for the
respective subgroups also has some common probability distribution with
a mean R' and standard deviation oé. Let the random variable R be
the range of a subgroup. Under these conditions, if the subgroup size
is five, the probability that R will be within the interval R j‘50§
is 0.9954, so that only about one out of every 220 cbserved values of
R will be outside this interval. Therefore, when an cbserved value of
R dces fall outside, one iikely explanation is +hat the assumption that
the process is in stqtistical control is not justified. The important

conclusion 1s tha%t, if R' and o

L could be determined, then R+ S50k

would be appropriate cortrol limits. Furthermore, these 1limits probably
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should not be made wider since this would decrsase the sensitivity of the

chart to changes in the wvariability of the processol

In practice; D,R and DMR commonly are used as estimates of

3

R' - 50§ and R' + 50§, respectively.2 When the subgroup size is five,

D3 = 0 and Dh = 2.115, Unfortunately, these are not very accurate

estimates unless the number of subgroups is gquite large. Une prevalent
recommendation is that the control limits should be based on at least
25 subgroups, aithough this number is sometimes reduced *o about ten in

practice. Thus, when only a small number of subgroups nave been observed,

Dgﬁ and Dﬁﬁ may differ greatly from R' = 5Ué and R' + 30%, respec-

tively. One consequence of this would be that a relatively large pro-
portion (much more than 0.46%) of future values of F may fall outside
the control limits even when the process is in statisticsl controi. In
short, without a sufficient number of subgroups, setting the comtrol

limits at D,R and D#ﬁ provides a very unreliable basis for indicating

3

when the process has gone out of statistical control.

5. Evaluation of Conventional R Chart Control Limits

Although it has been recognized that a falrly large number of sub-
groups is required for setting sufficientiy accurate R chart control
limits by conventional methods, precise information for deciding just how

many are needed has not been available previously. The recommendation

Lee Scheffé [12] for a statistical analysis of the operating
characteristics of the R chart.

2The one exception is that, if R' - 55& < 0, then D, is set equal
to zero instead, 2
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that at least 25 subgroups be used is only a rule of thumb. Although it
is claimed that, with fewer subgroups, the probability of a Type I error
(i.e., the probability that a new subgroup will indicate that the process
has gone out of statistical control even though it has not) is much too
large, precise supporting data have not been given. However, by appiying
the theory-déscribed in Section 6, it is now possible to obtain the actual
probability of a Type I error; thereby giving the brecise probability that
a subgroup will indicate erroneously that trouble exists., These proba=
bilities are reported in Table I for the case where the subgroup size is

five.

TABLE I. Probability of a Type I Error
Table gives the probability that, when the process i in statistical
control, the range for a randomly selected subgroup will fall outside
the conventional control limits, O and 2.115 ﬁ, based on m sub-

groups of size five,

m Probability
1 0.093
5 00,0176

10 0.0102

15 00,0081

20 00,0072

25 0,0066

50 0.0056

100 0.0050

® 0.0046

When evaluating the results given in Table I, keep in mind that the

assumed probability is approximately 0.0046. In other words, the theory



behind the use of conventional R charts is based on assumptions which
would imply that, on the average, only about one out of every 220 sub-
groups will indicate trouble erroneously. By contrast, Table I indicates
that, for example, an average of slightly more than one out of every

100 subgroups will indicate trouble erroneously if control limits are

set after ten subgroups.

No general conclusions can be drawn from Table I regarding the
number of subgroups that should be inspected before getting conventional
control limits. However, it does provide information for declding each
individual case on the basis of the need for early control and the cost

of looking for trouble when none exists.

4., Proposed Method of Setting R Chart Control Limits

A new method‘nOW'will be proposed for setting R chart control
limits that can be used reliably regardless of how few subgroups have

beén inspected. This method amounts to replacing D, and D& by more

3
appropriate constants, hereafter denoted as D% and Dﬁ, respectively.
Dg and Dﬁ would be chosen in such a way that the control limits, D%ﬁ

and Dﬁﬁ, would give the desired probability of a Type I error. In
particular, each constant would be chosen so as to give the desired
probability that a new subgroup range will fall outside the corresponding
control limit when the process actually is in statistical control. In
order to achieve this probability, the number of subgroups upon which

the control limits are based determines the value of each constant. The
values of D¥ and Dﬁ are given in Tables II and III, respectively,

3

for many different numbers of subgroups and for several different
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probabilities when each subgroup size is five. To facilitate inter-
polation, these values are also plotted in Figures 1 and 2. The procedure

for deriving these values is described in Section 6.

TABLE II. Factor for Lower Control Limit of R Chart
When Subgroup Size is Five
Factor D% such that Prob{R E'Dgﬁ} = A, where R 1is the range of a
future subgroup of size five and R 1is the average range of m subgroups

each of size five, and where all observations are drawn from the same

normal distribution.

a

0.001 0.005 0.010 0.025 0.050

m
1 0.1340 0.2037 0.2hk5h 0.3170 0.3893
2 0. 14kl 0.2189 0.2631 0.3381 0.k128
3 0.1485 0.2248 0.2700 0. 346k 0.k216
L 0.1507 0.2280 0.2736 0.3507 0.4265
5 0.1520 0.2300 0.2759 0.3535 0.4296
6 0,1529 0.2305 0.2766 0.3543 0,4319
7 0.153%6 0.2323 0.2782 0.3567 0.4332
8 0.1542 0.2331 0.2795 0.3578 0.4343
9 0.1546 0.2337 0.2802 0.3585 0.4353
10 0.1549 0.2342 0.2808 0.3592 0.4359
15 0.1559 0.2355 0.2825 0.3612 0.4381
20 0.1564 0.2363 0.2833% 0.3622 0.4392
25 0.1567 0.2368 0.28%4 0.3628 0.4399
50 0.1574 0.2376 0.2849 . 0.3640 0.4414
100 0.1576 0.2381 0.2852 0.3647 0.4kk21
o 0.1580 0.2386 0.2859 0.3653% 0.4428

- - - _ — .‘“T B
»

5Five has been chosen as the subgroup size because it is commonly
used in practice. However, it should be noted that Grubbs and Weaver [5]
have found that subgroup sizes of seven or eight are the best from a
statistical viewpoint, although five is only slightly less desirable.



TABLE III. Factor for Upper Control Limit of R Chart
When Subgroup Size is Five
Pactor Dﬁ such that Prob{R > Dﬁﬁ} = O, where R is the range of a
future subgroup of size five and R is the average range of m subgroups

each of size five, and where all observations are drawn from the same

normal distribution.

04

0.050 0.025 0.010 0.005 0.001
m

1 2.600 3,215 4,197 5.058 7.940
2 2.068 2.387 2.833% 3,194 L.14o
3 1.919 2,169 2,501 2.758 3,386
4 1.850 2,071 2.357 2.573 3,082
5 1.810 2.014 2.274 2.468 2.915
6 1.784 1.977 2,221 2.400 2,810
7 1.765 1.951 2,184 2,354 2.739
8 1.751 1.931 2.157 2.320 2.685
9 1.741 1.917 2.137 2.294 2.646
10 1.732 1.906 2.121 2.27k4 2.615
15 1.707 1.871 2,071 2.214 2.525
20 1.695 1.854 2,048 2.185 2,482
25 1.688 1.845 2,034 2.168 2.456
50 1.673 1.824 2.006 2.134 2.407
100 1.666 1.814 1.993 2.117 2,382
o0 1.659 1.804 1.979 2.101 2.358

When choosing «, one's natural inclination might be to select an
extremely small value. However, this would cause the control limits to
become very wide. Tt is desirable that the control limits be relatively
narrow so that the control chart will be sensitive to changes in the
variability of the process. Therefore;, « should be made no smaller
than is required to give an adequate degree of reliability. The objective
when choosing @ is to obtain a proper balance between the smallness of
@ and the sensitivity of the control chart, taking into account the costs

involved.
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As Figures 1 and 2 show, when m 1is increased, Dg increases and
Dﬁ decreases. Therefore; the control limits tend to become tighter
when the number of subgroups used to calculate R is increased. This
might suggest that one should recompute the control limits after each new
subgroup. However, this would be undesirable; both from the standpoint
of the effort involved and the psychological impact on the workers
affected by the control chart. A reasonable compromise might be, for
example, to compute new control limits when m = 5, 10, 25, and 100, and
possibly when a subgroup range falls very close to a control limit that
has not been revised recently. Another alternative is to follow this
procedure only until about 25 subgroups have been observed, and then
revert to the conventional method for setting control limits described
in Section 2.

If a new subgroup range should fall outside the control limits, the
interpretation is the same as with conventional limits as described in
Section 2, A slightly different situation is one in which a subgroup
range fell inside the control limits when this range was observed but
then it lies outside the new limits when they are revised at a later
time. The interpretation would be that more complete information has
indicated that the process probably was, and may still be, out of statis-
tical control, even though there had not been sufficient evidence at the
time the subgroup was observed to make this inference.

It should be emphasized that the value of & given here for par-
ticular values of D% and Dﬁ applies only to new subgroups, and not

to the old subgroups upon which the current control limits are based.

The underlying theory just does not apply when the subgroup range being

10



compared to the control limits also was used in calculating these limits.
For this case, all that is known is that the true value of a 1is less
than the value of & given here. This implies that, when an old subgroup
falls outside the new control limits, this is even stronger evidence than
for a new subgroup that the process was out of statistical control when

it was observed. Thus, the method described in this section can be
applied retroactively to old subgroups, although it is somewhat more
reliable (ioe,, lower probability of a Type I error) and somewhat less
sensitive to a change in the variability of the process than for new
subgroups.

Since control limits are intended to describe the process when it is
in statistical control, if any old subgroup ranges lie outside the current
control limits, the limits should be recalculated without these ranges
in R. As a result, one should use the number of subgroups "in-control,"
and not the total number of subgroups observed, for the value of m,

It is particularly important that the process be investigated to
ensure that it was in statistical control when the original subgroups
were drawn for setting the initial control limits. As discussed above,
one way of doing this is to check whether the ranges for these subgroups
lie inside these limits or not. Then, given that the control limits are
based only upon subgroups drawn when the process was in statistical
control, the method described in this section can be applied to new sub-

groups with exactness.

11
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5. Example

Consider a hypothetical manufacturing firm which decided to initiate
control charts for X and R on a certain troublesome quality charac-
teristic of one of its products. Using a subgroup size of five, the first
12 subgroups yielded the ranges given in Table IV. Since it was desired
to begin the control charts as quickly as possible, the methods described
in [9] and in this paper were used for setting the control limits for
the X chart and the R chart, respectively. The method for the X
chart already has been illustrated in [9]y s0 no further attention will
be given to it here. With respect to the R chart, it was decided to
use & = 0,001 for the lower control limit and o = 0.005 for-the upper
1imit in order to obtain a proper balance between the reliability and
the sensitivity of the chart. This led to the ccontrol limits given in
Table IV for the indicated values of m.

All points on the X chart happened to fall inside control limits.
However, as Table IV indicates, this was not the case with the R chart.
After inspecting the fourth subgroup, it was noticed that the range for
this subgroup was conslderably larger than those for the first three.

To check whether this could have been just a chance occurrence, the
control limits then were calculated on the basis of the first three sub-
groups. The fact that the range for the fourth subgroup fell above the
resulting upper control limit confirmed that this range was larger than
it normally would have been if the process had been in statistical con-
trol. A subsequent investigation revealed the source of the trouble,
and corrective action was teken. After two additional subgroups, the

control limits were recalculated on the basis of the five "in-control”

12
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subgroups obtained thus far. The process continued without any further
indication of trouble until the eighth subgroup, whose range fell above
the upper control limit. An investigation again discovered an assignable
cause for the increase in the variability of the process, and this dif=-
ficulty was rectified immediately. Subsequent subgroups indicated that
the process apparently remained in statistical control thereafter. The
control limits were recalculated after the twelfth subgroup on the basis
of the ten "in=-control" subgroups. Additional revisions were made after
25 and 100 such subgroups.

Thus, in this hypothetical example, the early diagnosis given by
the method described in this paper led to a stable production process

much sooner than would have been possibie with conventional methods.

TABLE IV. Data for the Example

Subgroup = s R
Number R R m D%‘ Df: ICL = D"B‘R UcL = D:R
1 17
2 9
3 13 | 13.0 3 10.1485 | 2.758 1.93 35.9
L 37
5 12
6 15 | 13.2 5 | 0.1520 | 2.468 2.01 32.6
7 19
8 4o
9 12
10 8
11 21 A
12 16 | 1.2 {10 | 0.1549 | 2.274 2,20 32,3
13



6. Derivation of Results

Suppose that R 1is the range (largest observation minus smallest
observation) in a sample of n observations from a normal population
with mean © and standard deviation o. BSuppose that m further inde-
pendent samples (subgroups) of n have been drawn from the same popula-
tion, and let the mean of these ranges be R, The probability relation-

ship of interest is
Prob (R <K;R) =6 .

The problem in Section 3 was to find & =B, given n =5 and

%

Dﬁ = Klwa’ given n =5 and Q.

D, = 2.115. The problem in Section 4 was to find Dg =K, and

It has been proposed by Patnaik [10] that ﬁ/c is approximately
distributed as ¢X/vv, where X is a chi-variate with v degrees of
freedom and c¢ 1is a scale factor. These constantsy; ¢ and v, depend
on m and n and are obtained by equating the first two moments of

R/0 to the first two moments of oX/vv. Resnikoff [11] has demonstrated
for n =5 that this is an excellent approximation even for small values
of m. Therefore, using this s-approximstion to the distribution of ﬁ,
it follows that cR/ﬁ will be distributed approximately as the ratioc of
(a) a range in a sample of n observations to (b) an independent root-
mean-square estimate of o based on v degrees of freedom. By defini-
tion, this ratio is the studentized range, whose distribution has been

tabulated extensively by Harter, Clemm, and Guthrie [81; (alsc see

1%
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Harter [6] for a portion of these tables and for historical background

on the studentized range). Hence, since
= cR
Prob {R < KBR} = Prob {-—.ﬁ- < cKB} s

the Patnaik approximation provides the means for deriving the desired
results.

For m < 5; the values of ¢ and Vv were obtained from the table
given by Patnaik [10]. For m > 5, the values of v given Ly Duncan [2]
were used, and the values of ¢ were obtained to five significant digits

from the expression,

1 1 5
By 52v2 128\)5 ’

given by Patnaik [10]. The value of CKB was obtained by using linear
harmonic vy-wise interpolation (linear interpolation for 1/y) in the
table of percentage points of the studentized range given by Harter,
Clemm, and Guthrie [8].

Ignoring the error introduced by using the Patnaik approximaticn,
the values of Dg given in Table II for m > 3 are accurate in the
fourth significant digit to within four places for @ = 0.050 and to
within two places for o = 0.001, 0.005, 0.010, 0.025. Under the same
condition, the values of Dﬁ given in Table III for m >3 are accurate
in the fourth significant digit to within four places for & = 0.001,

to within three places for & = 0.005, 0.010, and to within two places

for @ = 0.025, 0.050. It is difficult to ascertain how large an error

15



is introduced by using the Patnaik approximation. However, by referring
to the tables given by Harter and Clemm [7] and by Harter, Clemm, and
Guthrie [8] and to the comparisons presented by Resnikoff [11], it appears
that the wvalues of D; and Dﬁ given for m = 5 may be in error by
several places in the fourth significant digit (especially for small

values of @) due to the use of the Patnaik approximation. However,

the accuracy of this approximation improves rapidly as m increases.

T. Conclusions

As Table T indicates, conventional control limits for the R chart
provide an unreliable basis for indicating when the process has gone out
of statistical control unless these limits are based on a fairly large
number of subgroups. However, by using the method presented here, one
obtains statistically sound control limits regardless of how few sub-
groups have been inspected. Thus, it now is feasible to begin applying
the R chart reliably much sooner than was possible before. The method
is simple and the interpretation of results is essentially the same as
with conventional control limits,

An analogous method for setting X chart control limits based on a
small number of subgroups has been proposed previously in [9]. Therefore,
since the R chart usually is used in conjunction with an X chart, it
now is possible to set statistically sound control limits for both charts

as soon as desired.

16
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